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Abstract—In this paper, we propose a self-healing phasor
measurement unit (PMU) network that exploits the features
of dynamic and programmable configuration in a software-
defined networking infrastructure to achieve resiliency against
cyber-attacks. After a cyber-attack, the configuration of network
switches is changed to isolate the compromised PMUs/phasor
data concentrators to prevent further propagation of the attack;
meanwhile, the disconnected yet uncompromised PMUs will be
reconnected to the network to “self-heal” and thus restore the
observability of the power system. Specifically, we formulate an
integer linear programming model to minimize the overhead of
the self-healing process (e.g., the recovery latency), while con-
sidering the constraints of power system observability, hardware
resources, and network topology. We also propose a heuristic
algorithm to decrease the computational complexity. Case stud-
ies of a PMU network based on the IEEE 30-bus and 118-bus
systems are used to validate the effectiveness of the self-healing
mechanism.

Index Terms—Cybersecurity, phasor data concentrator (PDC),
phasor measurement unit (PMU), resilience, self-healing,
software-defined networking (SDN), system observability.

I. INTRODUCTION

IN TODAY’S power grid, phasor measurement
units (PMUs) are being deployed in the wide-area

monitoring systems (WAMSs) to monitor the state of a
power system in real time (e.g., static and dynamic state
estimation, oscillation detection and control, power line out-
age detection) [1]–[4]. Based on the NASPInet architecture
for a PMU network [5], the measurements collected by
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multiple PMUs are delivered and combined at a phasor data
concentrator (PDC), which further sends the measurements
to the next-level PDC or the control center.

Off-the-shelf computing and communication technologies
are integrated with the intelligent electronic devices (IEDs),
including PMUs and PDCs, to boost monitoring and con-
trol efficiency. However, this integration opens up new attack
vectors: a PMU or a PDC can become the target of cyber-
attacks. Recent studies reveal that PMUs or PDCs can suffer
different types of cyber-attacks, including denial-of-service or
man-in-the-middle attacks [6], [7]. To make things worse,
the network connections make the further propagation of
attacks possible [8]. Consequently, upon detection of attacks,
compromised PMUs or PDCs can be disconnected from the
communication network. Although quarantine of the compro-
mised devices can prevent further propagation of the attacks,
it can significantly reduce the system’s observability (i.e., the
capability to estimate the state of each bus in a power sys-
tem), and thus affect state estimation and other power system
applications.

Recent work has focused on the impact of compromised
PMUs on the observability of power systems; very little work
has studied the impact of compromised PDCs. When a PDC is
compromised and quarantined from communication networks,
it can cause more severe consequences than a single compro-
mised PMU can, as all measurements that the PDC originally
collected are lost. However, PMUs that originally report the
measurements to the PDC may not be compromised and can
still collect trusted measurements. It is possible to reroute these
measurements to other PDCs immediately, instead of waiting
for the compromised PDC to be fixed.

To restore the services of PMUs that were disconnected
because of compromised PDCs, we propose a self-healing
mechanism that exploits the feature of dynamic and pro-
grammable configuration enabled by software-defined net-
working (SDN) technology. When a group of PMUs or PDCs
is disconnected, either by accidents or because of a cyber-
attack, logical connections between uncompromised PMUs
and PDCs are rearranged in order to restore the observability
of the power system. The logical reconnection is mapped into
the configuration of network switches, which establish new
communication paths to deliver PMU measurements. After
the reconnection, state estimation and other power system
applications can resume working.

We construct the proposed self-healing mechanism as a
two-stage procedure in which each stage is modeled as an
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integer linear programming (ILP) model. In the first stage,
we minimize the latency of configuring communication net-
works to restore the observability of a power grid. In the
second stage, we further maximize the redundant observabil-
ity in the transmission network of power grids. In both ILP
models, we consider the constraints of hardware resources
in both communication and transmission network infrastruc-
tures simultaneously, e.g., the size of the forwarding table in
network switches and the connection space of PDCs. Based
on the ILP models, we also propose a heuristic algorithm
that considers the constraints of transmission and communi-
cation networks separately. The proposed heuristic algorithm
can reduce the computational complexity in both stages of the
self-healing mechanism, while maintaining near-optimal solu-
tions which include the latency to configure communication
networks in the first stage and the redundant observability of
power grids in the second stage.

We evaluate the self-healing scheme, including both the
ILP models and the heuristic algorithm, on PMU networks
over both IEEE 30-bus and 118-bus systems. To demonstrate
the optimality and the performance of the proposed methods,
we compared them to a baseline method, which randomly
reconnects PMUs to uncompromised PDCs. The experimen-
tal results show that the ILP model can reduce the latency
of reconfiguring communication networks by up to 75% com-
pared to the baseline method when hardware resources are
limited. Compared to the ILP model, the proposed heuristic
algorithm takes less than 25% more overhead on average to
reconfigure communication networks, but it takes much less
time (by at least one order of magnitude less) to obtain the
solution on how to reconfigure the networks.

The remainder of this paper is organized as follows.
Section II describes our research plan and the main idea of
the proposed method. Section III discusses related work and
our contributions as compared to existing work. Section IV
describes the design of the self-healing mechanism for a PMU
network, including the ILP formulation and heuristic algo-
rithm. Section V provides the experimental results, and we
conclude with a discussion of our results in Section VI.

II. RESEARCH PLAN

We consider a power system that relies on a PMU network
to perform state estimation. For each substation, we assume
that a single, logical PMU is installed. This PMU can collect
data on the state of the local substation (i.e., voltage magnitude
and phasor angle). When more PMUs are deployed, a PDC
is used to collect measurements from several substations and
forward them to the next-level PDC or the control center.

Regarding the deployment of communication networks, we
consider the case in which PMUs and PDCs are connected
via an IP-based network. Even though in many of today’s
utility substations, PMUs and PDCs may still be connected
through proprietary communications (e.g., serial links), the
current trend suggests that the deployment of IP-based net-
works in power systems is growing; research experiments are
already being performed under this assumption [7], [9]. As
shown in Fig. 1, since PMUs are deployed on substations that

Fig. 1. The integration of a communications network and PMU network.

are distributed over the whole power system, PMUs and PDCs
can be connected by a wide area network (WAN). In a WAN,
network traffic is manipulated by routing and forwarding rules
configured in each network switch. At the perimeter of a WAN,
PMUs and PDCs are first connected to edge switches (as high-
lighted in Fig. 1). In this work, we assume that each PDC
is connected with a single edge switch. The edge switches
can further connect to the core switches, which are positioned
within the backbone of the WAN.

Use of advanced communication network technology, e.g.,
SDN, can bring both benefits and risks for a power system
environment [10]. On the one hand, the communication infras-
tructure allows attacks to easily propagate to other PMUs.
As a result, attackers can gain access to more measurements
simultaneously when performing cyber-attacks (e.g., false data
injection attacks [11], [12]). On the other hand, programma-
bility enabled by SDN can quickly isolate the compromised
PMUs or PDCs and reroute the remaining devices to self-heal
the PMU network and recover the system observability.

III. RELATED WORK

Although the deployment and use of PMUs in the
power system is still at an early stage, the cybersecu-
rity issues have already been studied in the literature.
In the National Electric Sector Cybersecurity Organization
Resource (NESCOR) report [13], attack scenarios, impact, and
potential mitigation actions are discussed for wide area mon-
itoring, protection, and control (WAMPAC), including those
for PMUs [6], [7]. In [9], the authors directly apply existing
security mechanisms used in the general computing environ-
ment (e.g., firewalls, VPNs, access control mechanism) to
a PMU network, to reduce the risk of cyber-attacks. The
authors in [8] propose an attack mitigation scheme for a PMU
network to prevent propagation of attacks. Those projects
were pilot efforts to analyze and enhance the cybersecurity
of PMU networks; however, they did not consider how to
design mitigation mechanisms that self-heal the PMU net-
work (e.g., reconnecting PMUs/PDCs) by considering the
constraints exclusive to PMU networks. In [14], the SDN-
enabled network is exploited to design the PMU network
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to save network bandwidth. Our scheme further utilizes the
potential reconfiguration features enabled by SDN to achieve
the self-healing PMU network.

The concept of self-healing has previously been proposed
for virtual circuit switching networks, such as the asyn-
chronous transfer mode (ATM) network [15], [16]. When a
link or node failure happens, the self-healing algorithms try to
recover as many lost services as possible under the resource
constraint of network switches. In this network environment,
the self-healing is performed on predetermined backup or
protection paths [17]. The self-healing mechanism proposed
for PMU networks in this paper is quite different from the
conventional algorithm. First, the optimization objective in
reconnecting PMUs and PDCs is to achieve quick restoration
of power systems’ observability. This objective is different
from the one that is used to restore failed links or nodes
in conventional ATM networks, e.g., minimizing the cost of
assigning spare links [15], maximizing the amount of traffic
restored [18], [19], and maximizing the volume of remain-
ing capacity in routing paths [17], [20]. Because PMUs and
PDCs are expensive, deploying spare PMUs or PDCs can be
costly, and thus we need to reuse existing uncompromised
PMUs and PDCs. Second, the self-healing mechanisms for
conventional networks consider the failure of a small range of
components, e.g., single link or node failures caused by acci-
dental events, while we assume that attackers can compromise
multiple PDCs and PMUs. To the best of our knowledge, this
paper is the first to design a self-healing mechanism that makes
use of SDN technology to achieve a resilient PMU network.

IV. PROPOSED SELF-HEALING MECHANISM

FOR PMU NETWORKS

In this paper, we assume that the cyber-attacks on the
PMUs and PDCs have already been detected. In practice,
system administrators can perform those detections by using
security mechanisms, such as intrusion detection systems,
designed for power grids. The detection of cyber-attacks in
Supervisory Control and Data Acquisition (SCADA) systems,
which include PMU networks, has been extensively studied
in [21]–[25]. These methods utilize the information in com-
munication networks or the power system’s physical models
to detect anomalies and intrusions.

In an IP-based network, malware at compromised PMUs
or PDCs can infect other devices through network connec-
tions [26], [27]. As suggested by a report from the National
Institute of Standards and Technology (NIST) [28], after
system administrators detect compromised devices, they can
place temporary restrictions on network connectivity of those
devices to prevent further propagation of the attacks. In
practice, system administrators can disconnect the compro-
mised devices by removing routing rules in network switches
connected to them; thus, network traffic initiated from the
compromised devices can no longer reach any other devices.
The work in [29] addressed optimal response strategies for
disconnecting nodes in the network, to keep the network in a
secure condition. Reference [8] further extended the response
strategies in PMU networks.

Fig. 2. Device condition after attacks.

When PMUs or PDCs are compromised and disconnected,
the consequences can vary. As shown in Fig. 2, when sys-
tem administrators detect that a PMU has been compromised
(denoted by “X”), they disconnect it. The measurements col-
lected by the PMU are lost, which can impact the observability
of the power system. Likewise, when a PDC is detected as
compromised and disconnected, all measurements that it orig-
inally collected are lost. However, the PMUs that originally
reported the measurements to the PDC may not be compro-
mised. In that case, we regard the measurements from the
disconnected yet uncompromised PMUs, denoted by “?” in
Fig. 2, as trusted, unless they are directly compromised. These
trusted measurements can be used in power systems’ applica-
tions, e.g., state estimation, if we can reroute the PMUs into
other remaining uncompromised PDCs.

To achieve self-healing in PMU networks, we use the
programmability enabled by SDN to reroute the remaining
uncompromised PMUs and PDCs, and thus recover the observ-
ability of a power system after a cyber-attack. The top priority
of a PMU network is to collect measurements from substa-
tions under the real-time communications requirements. For
that purpose, we find that the existing self-healing algorithms
previously proposed for general-purpose networks (e.g., the
Internet) are not suitable for a WAN deployed in a PMU
network [15], as explained below:

• First, the optimization objectives of the existing self-
healing algorithms are different from those of PMU
networks.
The existing self-healing algorithms focus on maximiz-
ing the connections of end hosts. In the PMU network,
however, the top priority is to restore measurements of
the voltage phasor at each substation. Because the volt-
age phasor at a substation can be measured by the PMU
deployed at the substation and also the PMU deployed
at its neighbor substations, restoring all lost measure-
ments is not equivalent to restoring all disconnected
PMUs. Instead, the proposed self-healing algorithm needs
to selectively reconnect PMUs, which can restore the
observability of power systems more quickly than recon-
necting all PMUs.

• Second, the performance requirements of general com-
munication networks are different from those of PMU
networks.
The existing self-healing algorithms put more priority on
maintaining the network performance, e.g., throughputs
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or communication latency, than on the availability of
transmitted data. Consequently, those algorithms always
select the shortest path to reconnect nodes. In contrast,
PMU networks put the availability of phasor measure-
ments at higher priority than the network performance. In
our experiments, we implemented in a baseline method
an existing self-healing mechanism that reconnects PMUs
with the shortest paths (see Section V-A for details);
the experiments demonstrated that algorithm often ends
up spending a long period of time to reconnect PMUs.
Consequently, we propose the self-healing algorithm,
which minimizes the time to restore the observability of
power systems and maximizes the redundancy of mea-
surements to provide more accurate estimation of system
state.

• Third, the existing algorithm does not consider the con-
straints in the physical infrastructure of power systems.
In PMU networks, the number of PMUs that can be
connected to a PDC is limited by the computation capa-
bility and storage space of the PDC. These constraints
can impact the paths selected to reconnect PMUs. The
self-healing algorithm that we propose takes into con-
sideration the constraints of both the cyber and physical
infrastructure in power systems.

Based on that understanding, we propose a new self-healing
algorithm that jointly reduces the performance overhead
of reconfiguring the communication network and increases
the observability of power systems, taking into considera-
tion resource constraints on PDCs and network switches.
Specifically, we focus on how to reroute the disconnected but
uncompromised PMUs into uncompromised PDCs and do not
change the connections of the remaining PMUs.

A. System Model

We use a graph Gt(V,L) to denote the topology of a power
transmission network, where V denotes the set of buses and
L denotes the set of transmission lines. We assume that the
system observability is achieved by the measurements from
PMUs, and let U denote the set of buses that have PMUs
installed, so U ⊆ V . The IP-based PMU communication net-
work consists of PMUs (also denoted by the set U ), PDCs
(denoted by the set D), and network switches (denoted by
the set S). Thus, the topology of communication networks
for delivering PMU measurements is represented by a graph
Gp(S ∪ U ∪ D, E), where E denotes the set of network links
connecting PMUs, PDCs, and network switches.

A PMU network is a cyber-physical system. From cyber
systems’ perspective, a communication network should make
sure that measurements from PMUs can be delivered to PDCs
and the control center; from physical systems’ perspective,
the PMUs should make sure that the whole power system is
observable, so that the state estimation and other advanced
power system applications can be performed. We integrate
these cyber-physical features into the design of our self-healing
mechanism for PMU networks. These features differentiate the
proposed algorithm from the existing self-healing schemes,
which emphasize the maintenance of network performance

and reconnection of end hosts in general communication net-
works [15]–[17]. In the remainder of this subsection, we
will briefly describe models of power system observabil-
ity by PMUs and rules in network switches; these models
are integrated into the self-healing scheme design for PMU
networks.

1) Power System Observability: When a PMU is installed
at bus i ∈ U , the voltage phasor at bus i and current phasor
of all branches connected to it can be measured. The observ-
ability function of bus i is defined as a function of a PMU
location:

Oi =
∑

j∈U
ai,jxj, (1)

where xj is a binary variable that is equal to 1 if a PMU
is installed at bus j and 0 otherwise. ai,j is the connectivity
parameter, defined as:

ai,j =
{

1 i = j or (i, j) ∈ L
0 otherwise.

(2)

Oi ≥ 1 implies that bus i is observable, as the voltage phasor at
bus i can either be measured by the PMU at bus i, or be calcu-
lated by PMUs at neighbors of bus i (e.g., the buses connected
through transmission lines). The power system is observable
if the observability function Oi for each bus is greater than or
equal to 1, i.e.,

Oi ≥ 1, ∀i ∈ V . (3)

With the disconnection of some PMUs due to cyber-attacks,
the observability function Oi at some buses may become
0; thus, the system is no longer observable. However, by
utilizing the reconfiguration features enabled by SDN, it is
possible to reconnect some disconnected yet uncompromised
PMUs to the communication network to restore the system
observability.

2) Rules in Network Switches: The reconnection of discon-
nected yet uncompromised PMUs can be achieved by adding
rules in network switches. In a communication network, the
switch can include rules that specify both routing policies and
endpoint policies [30]. Given a packet entering the network,
the routing policy specifies the path that the network packet
should take to reach its destination. The path is often expressed
as a chain of ordered network switches. To implement a rout-
ing policy, we add a forwarding rule in each switch on the
path, to direct the network packet to the appropriate follow-
ing stop. A forwarding rule in a switch usually is uniquely
decided by destination addresses. In other words, a path always
corresponds to a unique destination.

An endpoint policy often defines the access control between
two hosts. In other words, the policy specifies whether or not
host A can communicate with host B, regardless of what path
the communication should follow (which is decided by the
routing policies). As explained in [30], the endpoint policy
often “views the network as one big switch that hides internal
topology details” and “specifies which packets to drop, or to
forward to specific egress ports, as well as any modifications of
header fields.” In the PMU network, an endpoint policy spec-
ifies to which PDC a PMU measurement should be delivered.
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Fig. 3. An example network connection.

Unlike the routing policy, the endpoint policy is implemented
once along the path that the packet travels. For example, in
the network topology shown in Fig. 3, we want to deliver the
measurements from PMU 1 to PDC 1 through path 1. In this
case, the routing policy destined for PDC 1 is implemented
by adding a forwarding rule in each switch of path 1 (i.e.,
switches 1, 2, and 5). However, not all packets destined for
PDC 1 and traveling through this path are from PMU 1. To
ensure that the measurements from PMU 1 are delivered to
PDC 1 via path 1, we need to add a rule for this endpoint pol-
icy along the path. This rule can be implemented only once
in switch 1, 2, or 5 before packets reach PDC 1.

B. Optimization Formulation

In this subsection, we describe how we model the self-
healing mechanism for PMU networks as an integer linear
programming problem. To better illustrate the optimiza-
tion formulation, in addition to the parameters defined in
Section IV-A1, we list key notations in Table I.

We define four groups of integer variables in the optimiza-
tion model:

• Variable xi indicates whether the PMU at bus i ∈ U is
connected, regardless of which path in the communication
network Gp it has taken and to which PDC it is connected.

• Variable yp specifies whether path p ∈ P is used to
achieve the reconnection, regardless of which PMUs and
PDCs use this path for reconnection. Instead of consid-
ering the shortest path, we consider all paths that can be
used to reconnect PMUs, as long as the delivery of PMU
measurements over that path satisfies the timing require-
ment. Finding all paths between two nodes is regarded
as an “all simple paths” problem; we use a “depth-first
search” to search all paths that can be used for reconnec-
tions. Although there is no efficient algorithm to solve
this problem, we can find all paths before running the
optimization model at runtime.

• Variable zp
s , as in [30], specifies the number of endpoint

policies allocated for path p and assigned in switch s.
Since a switch can be shared by different paths, a sub-
script p is used for each switch to distinguish the endpoint
policies used for different “PMU-PDC” connections.

• Variable wd
s indicates whether switch s contains a for-

warding rule destined to PDC d. Because a forwarding
rule is indexed by the destination address, a switch can
include forwarding rules destined for different PDCs.
Thus a subscript d is used to distinguish the forwarding
rules assigned for different destination PDCs.

To better understand these decision variables, we provide an
example in Fig. 3. If we assume that three PMUs at three buses
(i.e., buses 1, 2, and 3) are reconnected, while PMU at bus 4

TABLE I
SUMMARY OF NOTATIONS

is not, we have x1 = x2 = x3 = 1 while x4 = 0. In addition,
if we use two paths (i.e., paths 1 and 2) for reconnection, we
have y1 = y2 = 1. In addition, we assume that the PMU at
bus 1 is reconnected to PDC 1, while the PMUs at bus 2 and 3
are reconnected to PDC 2, as illustrated by lines with different
patterns in Fig. 3. To appropriately deliver measurements to
the right destination, the forwarding rules destined for PDC 1
are added to the switches of path 1, which consists of network
switches 1, 2, and 5. Similarly, a forwarding rule destined for
PDC 2 is added to the switches of path 2, namely switches 1,
3, 4, and 5. Consequently, we have w1

1 = w1
2 = w1

5 = 1 and
w2

1 = w2
3 = w2

4 = w2
5 = 1.

An endpoint policy is decided by the connection between
PMUs and PDCs. Consequently, there are three rules for
the endpoint policy in this example, which are three specific
“PMU-PDC” connections: (PMU 1, PDC 1), (PMU 2, PDC 2),
and (PMU 3, PDC 2). For each connection, we need to add
a rule once along the path that established the connection.
For example, if we add an endpoint policy that specifies a
connection between PMU 3 and PDC 2, we can add the
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endpoint policy at switch 5 of path 2, which is established
by routing policies. In that case, we should increase the value
of variable z2

5 by one.
With those notations, we model the constraints and objec-

tives of the ILP formulation for our self-healing scheme as
follows.

1) PMU Connection Status Constraints (PCSC): After the
disconnection of compromised PMUs and PDCs in response to
cyber-attacks, the PMU connection status needs updates. Let
Ub denote the set of buses with compromised PMUs. Because
these PMUs will remain disconnected, decision variable xi for
i ∈ Ub should be set to 0, i.e.,

xi = 0, ∀i ∈ Ub. (4)

In addition, let Ug denote the set of buses with uncompro-
mised PMUs, and Ud denote the set of buses with uncompro-
mised and disconnected PMUs. As the remaining connected
and uncompromised PMUs (denoted by set Ug\Ud) will remain
unchanged, we have the following constraints:

xi = 1, ∀i ∈ Ug \ Ud. (5)

The PMUs in set Ud can be reconnected by the self-healing
scheme as the actual decision variables; thus, the following
constraints apply:

xi = {0, 1}, ∀i ∈ Ud. (6)

2) Power System Observability Constraints (PSOC): The
constraints in (1)–(3) specify the observability function Oi at
bus i as a function of the topology of the power system’s trans-
mission network and PMU locations. The considered power
system is observable when Oi ≥ 1 for all buses.

If there are zero injection buses, i.e., no generation or load
units are connected to them, the voltage phasor at certain
buses (e.g., those zero injection buses or their neighbors in
transmission networks) can be calculated indirectly by apply-
ing Kirchoff’s Current Law (KCL). Consequently, the number
of PMUs needed to make sure that the system is observable
can be reduced. We apply the formulation in [31] that con-
siders zero injection buses. For each zero injection bus k, a
linear relation between its voltage phasor and the phasor of its
neighbor can be obtained based on KCL as:∑

j∈V
Yk,jV̄j = 0, (7)

where V̄j is the voltage phasor at bus j, and Yk,j is the k − jth
entry of the admittance matrix of the power system. A group
of equations handling zero injection buses forms a system of
linear equations, from which some voltage phasors can be cal-
culated to make the corresponding buses observable. As shown
in [31], the observability function Oi with zero injection buses
considered can be modeled as:

Oi =
∑

j∈U
ai,jxj +

∑

k∈Vz

ai,kvi,k, ∀i ∈ V (8)

∑

i∈V
ai,kvi,k = 1, ∀k ∈ Vz (9)

∑

k∈Vz

ai,kvi,k ≤ 1, ∀i ∈ V, (10)

where Vz denotes the set of zero injection buses, and the
auxiliary binary variable vi,k is defined so that vi,k = 1

implies that calculation of the voltage phasor at bus i is
assigned to the equation associated with zero injection bus k.
The constraints (9) and (10) guarantee the solvability of the
group of equations corresponding to zero injection buses. The
detailed derivation of (8)–(10) can be found in [31]. The power
system observability constraints can be modeled as (2)–(3),
and (8)–(10).

3) PDC Connection Space Constraints (PSC): The discon-
nected PMUs can be reconnected only to PDCs with sufficient
connection spaces. The connection space of a PDC is defined
as the maximum number of PMUs it can concentrate. This
parameter can be found in the specification of the PDC, e.g.,
SEL-3373 PDC can concentrate up to 40 PMUs [32]. This
constraint can be modeled as follows:

∑

p∈Pd

(
yp

∑

i∈Up

xi

)
≤ Cd, ∀d ∈ Dg, (11)

where Cd denotes the additional PMUs that PDC d can
connect. In the constraint, we use set Up to include all dis-
connected yet uncompromised PMUs that can be reconnected
by path p; this set is constructed by including all PMUs that
are connected by the edge switch at the ending node of path
p. Furthermore, we use set Pd to specify all paths that are
connected to the remaining PDC d ∈ Dg.

If path p is selected for the reconnection, yp is set to 1. The
innermost summation on the left side of constraint (11) is used
to calculate the number of PMUs that path p can reconnect.
Note that in the IP-based communication network, the routing
path is uniquely decided by its destination address. A PDC
can be used by different paths to connect different PMUs.
When multiple paths connected to PDC d are selected, the
outermost summation calculates all PMUs that can be recon-
nected by those paths. We use constraint (11) to ensure that
the remaining connection spaces of PDC d can satisfy all those
disconnected PMUs.

Obviously, constraint (11) is a nonlinear constraint. To
lower the computational complexity, we reformulate the con-
straint (11) to linear forms in (12)–(14) using the big-M
method with an auxiliary variable tp. We use tp to represent
the number of PMUs that path p can reconnect if the path is
selected. When yp = 1, constraints (12)–(13) become an equal-
ity constraint, i.e., tp = ∑

i∈Up xi. On the other hand, if yp = 0,
the big number M ensures that the left side of constraint (12)
is a nonpositive number. Consequently, constraints (12)–(13)
are equivalent to another inequality, i.e., 0 ≤ tp ≤ ∑

i∈Up xi.
The optimization makes tp equal to 0, to let the PDC’s con-
nection spaces Cd accommodate more PMUs via other paths.
Consequently, we set the value of M as |Ud|, where |·| denotes
the number of elements in a set. In other words, we set the
value of M to the total number of disconnected PMUs. Because∑

i∈Up xi < |Ud|, setting M with that value ensures that the
left side of constraint (12) is a nonpositive number.

−(
1 − yp

) · M +
∑

i∈Up

xi ≤ tp ≤
∑

i∈Up

xi (12)

tp ≥ 0, ∀p ∈ P, (13)
∑

p∈Pd

tp ≤ Cd, ∀d ∈ Dg. (14)
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4) PMU Reconnection Constraints (PRC): When a PMU
is selected for reconnection, at least one path must be selected
to reconnect it to a PDC, i.e.,

xi ≤
∑

p∈P i

yp, ∀i ∈ Ud. (15)

In constraint (15), we use set P i to include any path that can
be used to connect a disconnected PMU at bus i. When the
PMU at bus i is reconnected, the constraint guarantees that at
least one path can connect this PMU to a PDC.

5) Switch Rule Space Capacity Constraints (SRCC): There
should be sufficient space for each network switch to add the
rules of both endpoint and routing policies; this requirement
is modeled as the following constraints:

∑

d∈Dg

wd
s +

∑

p∈P
zp

s ≤ Rs, ∀s ∈ S, (16)

wd
s ∈ {0, 1}, ∀s ∈ S, ∀d ∈ Dg, (17)

zp
s ≥ 0, ∀s ∈ S, ∀p ∈ P, (18)

where
∑

d∈Dg
wd

s +∑
p∈P zp

s is the total number of rules added
to switch s.

6) Routing Policy Constraints (RPC): When a PDC is used
to reconnect PMUs, a routing rule should be added to each
network switch in the path that connects the PMUs to the
PDC, i.e.,

wd
s ≥ yp, ∀p ∈ P,∀d ∈ Dp,∀s ∈ Sp, (19)

yp ∈ {0, 1}, ∀p ∈ P . (20)

We specify the constraint (19) for each network switch in the
path p, i.e., s ∈ Sp, where Sp denotes the set of network
switches in path p. The set Dp includes PDCs that can be
connected through path p. If path p is selected to connect
PMUs, we add a forwarding rule in each switch in p that is
used to transmit network packets destined for the correspond-
ing PDCs. If the path is not selected, constraint (19) becomes
equivalent to constraint (17).

7) Endpoint Policy Constraints (EPC): The total number
of rules for the endpoint policy should be equal to the total
number of PMUs that are reconnected, i.e.,

∑

i∈Ud

xi =
∑

s∈S

∑

p∈P
zp

s . (21)

Constraint (21) specifies that if we choose to reconnect a
PMU, we need to add one rule in the endpoint policy to
specify this connection. In practice, however, it is possible
to combine several rules into a single one by using techniques
such as wildcards to specify multiple “PMU-PDC” connec-
tions [30], [33]. Designing algorithms to combine rules of
endpoint policy is an active research area, but is outside the
scope of this paper. Therefore, we do not apply any algo-
rithm to combine the rules of the endpoint policy. As a result,
constraint (21) is observed in the ILP model.

8) Optimization for Self-Healing Mechanism: After certain
PMUs and PDCs are disconnected in response to cyber-
attacks, the self-healing mechanism first checks the system
observability by calculating the observability function Oi at

each bus, according to (1)–(2) for a system without zero injec-
tion buses, or according to (8)–(10) and (2) for a system with
zero injection buses.

Depending on the system observability status, we divide the
self-healing mechanism into two stages. In the first stage, we
try to recover the observability of the power system by a PMU
network as quickly as possible. In the second stage, we recover
the remaining disconnected PMUs to increase redundancies of
PMU measurements and thus more accurately estimate system
states.

Stage 1: Recover system observability
If the remaining connected PMUs (denoted by set Ug \ Ud)

cannot make the system observable, i.e., Oi ≥ 1,∀i ∈ V is
not satisfied, but the disconnected yet uncompromised PMUs
(denoted by set Ud) would make the system observable, then
the self-healing mechanism will enter Stage 1.

At this stage, we want to minimize the time it will take to
recover system observability. We use the total number of rules
that all network switches need to modify to estimate the time
to reconfigure network switches in order to reconnect PMUs.
The number of rules in network switches plays an important
role in the performance of both traditional and SDN-enabled
networks. Ways to reduce or compress the size of network
rules have been an active research area for almost a decade.
The authors of [33] and [34] propose algorithms to reduce
and compress the number of rules stored in a single switch.
In later work, [30], [35], and [36] focus on how to distribute
rules further in optimal locations in order to save storage space
in an SDN-enabled network.

In the scenario that recovers the observability of power sys-
tems, the number of rules to add can impact the performance
of PMU networks as well. In a traditional communication
network or a more advanced network environment that uses
SDN technology [10], modifying a rule in a network switch
requires the system operator to interact with the switch and
make the corresponding configuration. The round-trip time of
this communication in a wide area network can take up to
hundreds of milliseconds [37]. In PMU networks that perform
real-time monitoring on system states, optimizing the config-
uration time by reducing the number of switch rules can help
improve performance.

Consequently, the optimization at stage 1 can be formu-
lated as:

min
xi,yp,z

p
s ,wd

s

∑

p∈P

∑

s∈S
zp

s +
∑

d∈Dg

∑

sS
wd

s

s.t. PCSC: (4) − (6),

PSOC: (2) − (3), (8) − (10),

PSC: (12) − (14),

PRC: (15),

SRCC: (16) − (18),

RPC: (19) − (20),

EPC: (21), (22)

which is an ILP problem. The objective of the self-healing
mechanism at this stage is to minimize the number of rules
for both the routing and the endpoint policies, in order to
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restore the disconnected yet uncompromised PMUs to the
uncompromised PDCs. The details of all constraints of the
ILP formulation are discussed in previous sections, i.e., from
Sections IV-B1 and IV-B2.

Stage 2: Maximize system observability
If the power system becomes observable after Stage 1, the

self-healing mechanism will enter Stage 2 to continue recov-
ering the remaining disconnected PMUs. Note that at the
beginning of the self-healing process, if the power system
is already observable with the remaining connected PMUs
(denoted by set Ug \Ud), or if reconnection of all disconnected
yet uncompromised PMUs fails to make the system observ-
able, the self-healing mechanism will omit the optimization at
Stage 1 and directly enter Stage 2.

At this stage, the aim is to improve the observability of the
power system. We use the minimum observability function of
all buses, i.e., mini∈V Oi, to quantify the observability func-
tion of the entire system. The objective at this stage can be
formulated as:

max
xi,yp,z

p
s ,wd

s

min
i∈V

Oi, (23)

where all constraints except (3) in optimization (22) are still
applied; constraint (3) is removed because the system observ-
ability either cannot be satisfied or has already been satisfied.
The set defined in Table I needs to be updated according to the
decisions made at Stage 1. Through introduction of an aux-
iliary variable O, the max-min optimization problem in (23)
can be reformulated as:

max
xi,yp,z

p
s ,wd

s

O

s.t. O ≤ Oi,∀i ∈ V,

all constraints in (22) except (3), (24)

which is also an ILP problem.

C. Greedy Heuristic Algorithm

In the proposed ILP model, the number of variables is on the
scale of O(|Ud|+ |Dg|+ |P|× |S|). Consequently, ILP solvers
suffer from its dimensionality, especially when a power system
and underlying communication network increase in size. In
that case, solving the problem can introduce a long delay; the
slow response to the attacks can result in the damage to PMU
networks.

In Algorithm 1, we propose a greedy heuristic algorithm to
find reroutes for disconnected PMUs one by one instead of
finding a global optimal reroute for all PMUs. As shown in
Step 3 in Algorithm 1, the heuristic algorithm always selects
the PMU on the bus with the largest degree in power systems’
transmission networks (i.e., the bus that has the largest num-
ber of neighbors in the transmission networks), to make the
system observable by reconnecting a small number of PMUs.
In Steps 4–28, among paths with sufficient hardware resources
(e.g., rule spaces in network switches and connection spaces in
PDCs), the heuristic selects the path with the smallest latency,
as specified by latency(p) in Algorithm 1, to deliver mea-
surements. In practice, the latency of delivering measurements

Algorithm 1 Greedy heuristic algorithm
1: while Ud is not empty do
2: CandidatePDCs = {}, CandidatePaths={}, Routes={}
3: Select i ∈ Ud with the largest degree in transmission networks
4: for all d ∈ Dg do
5: if d has connection spaces then
6: Put d in CandidatePDCs
7: end if
8: end for
9: for all d ∈ CandidatePDCs do

10: Find the communication path p between d and i with the
smallest latency, calculated by latency(p)

11: if latency(p) is shorter than the latency requirement of
delivering PMU measurements then

12: Put p in CandidatePaths
13: else
14: Remove d from CandidatePDCs
15: end if
16: end for
17: while CandidatePaths is not empty do
18: Select p of smallest latency(p) from CandidatePaths
19: if p has no rule space then
20: Remove p from CandidatePaths
21: else
22: Put p in Routes;

break;
23: end if
24: end while
25: Remove i from Ud
26: Connect i through p
27: Set routing policy in each switch in p
28: Set endpoint policy in the first switch in p that has available

space
29: if power grid becomes observable then
30: Continue; // mark the end of Stage 1
31: end if
32: end while

can be measured by different metrics, such as the number of
switches in a path or round-trip times.

Unlike the ILP model, Algorithm 1 considers the differ-
ent optimization objectives at Stages 1 and 2 together. In
the heuristic, Steps 29–31 mark the end of Stage 1 (i.e.,
observability recovery), and the heuristic continues to select
disconnected PMUs until all of them have been reconnected.

V. EXPERIMENTS

In this section, we first present a simple case study on
the small scale IEEE 30-bus system, to demonstrate how
the proposed ILP model and the greedy heuristic algorithm
reconnects PMUs. Then, in Section V-B, we evaluate how the
proposed methods perform in both IEEE 30-bus and 118-bus
systems.

A. Case Study

We use the IEEE 30-bus system to demonstrate how the self-
healing mechanism reconnects compromised and disconnected
PDCs and PMUs.

Based on the topology of transmission networks, we con-
struct the topology of the communication network of a power
system through the following procedure. First, we employ the
minimum set cover problem to find a set of substations that
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Fig. 4. Reconnection of PMUs in a communication network for the IEEE
30-bus system with (a) the ILP model and (b) the greedy heuristic algorithms.

cover all transmission lines [38], [39]. The consequence is that
we classify substations into different sets. We assign a network
switch for each set as an edge switch, which connects PMUs
deployed among all substations in each set. To each edge
switch, we add enough PDCs to combine all measurements
of the PMUs that are connected to the same switch.

The communication network of the IEEE 30-bus system
is shown in Fig. 4. We use white rectangles to represent
edge switches. In each edge switch, we specify the index
of the PMU and PDC that the switch connects in a format
of (PDC#: PMU#, . . . ). In this network, there are 16 edge
switches that connect PMUs in substations and 4 core switches
that form a mesh backbone network; the edge switches are
evenly distributed among the core switches.

In Fig. 4(a), we also demonstrate how the proposed self-
healing mechanism (implemented in the ILP model) and the
greedy heuristic algorithm are working. We consider a case
in which PDCs 1, 6, and 13 are compromised by attackers.
Consequently, measurements from PMUs 1, 2, 4, 10, 17, 20,
21, 25, and 26 cannot be delivered to the control center, even
though none of them is compromised. We formulate the ILP
problem in the OPTI toolbox, which can give us a solution that
reconnects PMUs 1 and 10 to PDC 8 (shown by dotted arrows
in Fig. 4(a)). Such reconnections need two rules to specify

the endpoint policy that grants their access to the PDC 8.
Meanwhile, a forwarding rule destined for the PDC 8 are
added to switches 1, 6, 7, 18, and 8. As a result, there are
a total of seven rules to configure.

In Fig. 4(b), we show that the greedy heuristic algorithm
can introduce a different and nonoptimal result for the same
case. Also, we use this case to demonstrate the procedure of
the greedy heuristic algorithm shown in Algorithm 1.

• Step 3: We rank all disconnected PMUs based on their
degrees in transmission networks (i.e., the number of
neighbor substations that each PMU has); the proposed
heuristic tries to reconnect PMUs one by one based on
this order. Because a PMU can measure a voltage pha-
sor not only at the substation where it is deployed, but
also at its neighbor substations, we select PMUs in that
order will restore the observability of the power system
as quickly as possible. Specifically in the attack case
considered in Fig. 4, we select PMUs in the following
order: PMUs 4, 10, 2, 5, 1, 17, 20, 21, and 26. When we
select a PMU, we find it a PDC (Steps 4–8) and a path
(Steps 9–16). Without loss of generality, we describe the
following steps to reconnect PMU 4, which is the first
PMU to reconnect in this attack case.

• Steps 4–8: When we select PMU 4 for reconnection, we
find all remaining PDCs (i.e., all PDCs except for PDCs
1, 6, and 13) that have sufficient connection space for this
PMU. We regard all those PDCs as candidate PDCs that
can reconnect the PMU (stored in a set CandidatePDC
in Algorithm (1)).

• Steps 9–16: For each PDC in CandidatePDC, we find
the shortest path (i.e., with the shortest round trip time)
between the PDC and PMU 4. If the round trip time
of this path meets the requirement of being able to
deliver PMU measurements, we regard this path as a
candidate path. We put all candidate paths in a set, i.e.,
CandidatePaths in Algorithm (1). To simplify discus-
sions, we assume that the round trip times on all network
links are the same; the round trip time of a path can
be quantified by the number of links or the number of
switches in a path.

• Steps 17–24: If set CandidatePaths is not empty, we select
a path from the set that has the shortest round trip time to
reconnect PMU 4. For example, we can select PDC 2 to
reconnect PMU 4; the path contains only three switches,
i.e., Switch 1, Switch 17, and Switch 2.

• Steps 29–31: After reconnecting a PMU, we check
whether the power system has become observable or not.
If the system has become observable, we continue to
Stage 2 of the optimization to achieve more redundancy
of PMU measurements.

To show the effectiveness and optimality of our proposed
methods, including both the ILP model and the greedy heuris-
tic algorithm, we compare them against a baseline method,
which is based on self-healing mechanisms proposed for tra-
ditional communication networks. Note that the traditional
self-healing mechanism intends to recover as many discon-
nected hosts or links as possible, which is different from the
recovery of observability of a power system. In this baseline
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method, we randomly reconnect PMUs with the shortest paths
to any PDCs that have sufficient connection space.

In addition, we implement the self-healing mechanism
in Mininet, a software platform to simulate SDN-enabled
communication networks, to demonstrate the procedures for
self-healing PMU networks against the attack case considered
in Fig. 4.

B. Performance Evaluation of Stage 1

We present the performance evaluation of the proposed
ILP model and the greedy heuristic algorithm, and compare
them against the baseline method, on both IEEE 30-bus and
IEEE 118-bus test systems. Specifically, we compare the opti-
mization results and execution times of these two methods
when the hardware resources, such as rule spaces of network
switches and connection spaces of PDCs, become limited. We
use the solver in the OPTI Toolbox to solve the ILP problem
formulated in Section IV-B [40]. The heuristic algorithm pre-
sented in Section IV-C is implemented in MATLAB. All of
our experiments were performed on a 64-bit desktop with two
Intel Core I7 3.6 G processors and 16 GB of RAM.

1) Impact of Scale of Attacks: We assume that each PDC
can combine measurements from up to 40 PMUs, which is the
connection space of the SEL 3373 [32]. Each network switch
can contain up to 1000 forwarding or routing rules, which is
in line with the experiment settings in [30].

Fig. 5 shows the impact of the scale of attacks on the
number of rules added to recover the observability of power
systems. The horizontal axis specifies the number of com-
promised PDCs. In each case, we randomly selected the
compromised PDCs and performed the experiments 500 times.
The vertical axis specifies the average number of network rules
that are added to reconnect PMUs. We use bars of differ-
ent shades of gray to represent the results obtained by the
ILP problem, the greedy heuristic algorithm, and the baseline
method with a 95% confidence interval. Obviously, if attack-
ers compromise more PDCs, we need to add more rules in
network switches to reconnect PMUs.

Based on the result, we can see that the greedy heuristic
algorithm performs better when a small number of PDCs are
compromised in both 30-bus and 118-bus systems. The worst
case happens when 8 PDCs are compromised in the 30-bus
system; the greedy heuristic algorithm needs to add 5 to 6
more rules, on average, to recover the observability of the
power system. The baseline method performs much worse than
the greedy heuristic, as it can take a long time to reconnect
enough PMUs to recover the observability.

Fig. 6 compares the execution times of the ILP model, the
greedy heuristic algorithm, and the baseline method. The exe-
cution time of the ILP model is specified by the major vertical
axis, while the execution times of the other two algorithms are
specified by the secondary vertical axis. Because the execu-
tion times vary significantly for the compromise of different
PDCs, we selected the 50 largest execution times for those
three methods and include their average in Fig. 6. Because the
number of compromised PDCs impacts the size of the search
space in the ILP model, the execution time to solve the ILP

Fig. 5. Comparison of the number of network rules to add for (a) the IEEE
30-bus system and (b) the IEEE 118-bus system.

Fig. 6. Comparison of the execution times for (a) the IEEE 30-bus system
and (b) the IEEE 118-bus system.

model (represented by the light grey line in both sub-figures)
increases slightly with the number of compromised PDCs. On
average, the greedy heuristic algorithm can reduce the execu-
tion time by approximately two orders of magnitude. In the
greedy heuristic algorithm, however, we reconnect PMUs one
by one, starting from the one on the bus with most neighbors
in transmission networks. The number of reconnected PMUs is
not directly related to the number of compromised PDCs, and
the execution time does not change significantly. The baseline
method randomly selects PMUs for reconnection; the method
can take a long time to restore the observability of power
systems.

The execution times of these methods scale differently with
the size of the power system. Because there are more paths to
reconnect PMUs in the 118-bus system, the search space in
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Fig. 7. Comparison of the numbers of added network rules with impact of
limited network resources.

the ILP models increases dramatically, which can increase the
execution time of the ILP model by more than ten times. The
execution times of the greedy heuristic algorithm and the base-
line method do not change significantly as these algorithms
select PDCs that can connect PMUs with the shortest distance.
For communication networks of the 30-bus and 118-bus sys-
tems, disconnected PMUs are often reconnected to PDCs in
their neighbors based on the greedy heuristic algorithm and
the baseline method.

2) Impact of Hardware Resources: In this section, we eval-
uate the impact of hardware resources, i.e., rule spaces in
communication networks and connection spaces (the number
of PMUs to which a PDC can connect), on the performance of
the self-healing mechanisms. In practice, these resources can
be shared with other devices in addition to being assigned to
PMUs and PDCs. For the simulated communication network,
we set the size of the rule space of each switch to be between
5 and 10 and the number of PMUs to which each PDC can
connect to be between 3 and 8. For each value set for those
two parameters, we randomly selected 8 compromised PDCs
and performed the experiments 500 times.

In Fig. 7 and Fig. 8, we show how solutions obtained by the
ILP model and the greedy heuristic are affected. In the exper-
iment, we ignored the solution that did converge in the ILP
model. In both cases, because there were insufficient resources,
some disconnected PMUs needed to reroute to PDCs dis-
tributed at different substations; that increased the number of
forwarding rules added to switches. Compared to the results
shown in Fig. 5 (when 8 PDCs were compromised), the solu-
tions obtained from the ILP model at Stage 1 can increase by
more than three times due to the increased number of forward-
ing rules in switches. The heuristic algorithm and the baseline
method perform worse and give solutions which increase by
more than six times.

As shown in Fig. 7 and Fig. 8, when hardware resources,
i.e., rule spaces in switches or connection spaces in PDCs,

Fig. 8. Comparison of the numbers of added network rules with impact of
limited PDC connection space.

Fig. 9. Comparison of the execution times with impact of limited network
resources.

become limited, the greedy heuristic algorithm performs bet-
ter in the 118-bus system than in the 30-bus system. In
the experiments, we limited the rule spaces in each switch
or the connection spaces in each PDC. Because the 118-
bus system include more switches and PDCs, it can provide
more hardware resources for the greedy heuristic algorithm
to use.

As shown in Fig. 9 and Fig. 10, the limited resources
in network switches and PDCs have two impacts on the
execution time. On the one hand, they reduce the search
space. In the ILP problem, the search space specified by
constraints (12)–(14), and (16)–(18) is reduced. The greedy
heuristic algorithm stops adding rules into the switches at
Steps 17–24, if there is insufficient rule space in a path.
On the other hand, because of limited resources, it can take
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Fig. 10. Comparison of the execution times with impact of limited PDC
connection space.

more time to find a solution in both methods. When they are
impacted by these two factors simultaneously, the execution
times of the ILP model, the greedy heuristic algorithm, and the
baseline method fluctuates without increasing or decreasing
dramatically.

An interesting phenomenon happens in the 118-bus sys-
tem when PDCs are short of connection spaces (shown in
Fig. 10(b)); the greedy heuristic algorithm spends more time
than the baseline method to obtain the result. The reason is
that even though the heuristic algorithm reconnects PMUs in
the order of their degrees in the power system’s transmission
networks, the limited connection space in PDCs mean that the
algorithm must spend a lot of times searching possible paths
for reconnection before it tries the next disconnected PMU.

C. Performance Evaluation of Stage 2

We further evaluate the second stage of the optimiza-
tion, which reconnects PMUs to maximize the redundancy
of measurements. In this evaluation, we consider the case
when the power grid is still observable with the discon-
nected PMUs. When there are sufficient hardware resources,
the ILP model, the greedy heuristic algorithm, and the base-
line algorithm always reach the same result, i.e., all remaining
uncompromised PMUs are reconnected.

Fig. 11 and Fig. 12 show how the limited rule space of
network switches and the connection spaces of PDCs can
impact the result of the self-healing mechanism. As shown in
Fig. 11, the greedy heuristic algorithm and the baseline method
are affected if there are a limited number of rule spaces in
switches. Both the greedy heuristic and the baseline algorithm
reconnect PMUs one by one. The algorithm can use up the
rule space of a small number of switches; those switches can
become bottlenecks that prevent other PMUs from reaching
unused PDCs. The ILP model tries to optimize global recon-
nection of PMUs among all paths; it can avoid selecting paths

Fig. 11. Comparison of power system observability with the impact of limited
network resources.

Fig. 12. Comparison of power system observability with the impact of limited
PDC connection space.

that tend to use up the rule space of a few switches. As seen in
Fig. 12, the ILP model, the greedy heuristic, and the baseline
method usually give the same results, i.e., reconnect PMUs
based on the existing connection spaces from all PDCs.

Fig. 13 and Fig. 14 show the execution times of the
ILP model, the greedy heuristic algorithm, and the baseline
method. Like Fig. 6, Fig. 9, and Fig. 10, Fig. 13 and Fig. 14
include the average of the 50 largest execution times spent by
these three methods. By comparing Fig. 9 and Fig. 10 with
Fig. 13 and Fig. 14, we can see that the execution times of the
ILP model spent at Stage 2 is one order of magnitude smaller
than the time spent at Stage 1. In other words, the ILP model
uses a large amount of computation to satisfy constraints (3).
However, the execution times spent by the greedy and baseline
algorithms at Stage 2 are one magnitude larger than their times
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Fig. 13. Comparison of the execution times with the impact of limited
network resources.

Fig. 14. Comparison of the execution times with the impact of limited PDC
connection space.

spent at stage 1, as they often end up attempting to reconnect
many PMUs.

The execution times of the ILP model does not change
dramatically when rule space of network switches or the con-
nection space of PDCs become limited. However, the greedy
algorithm and the baseline method select PMUs in sequence.
They can reconnect more PMUs if more hardware resources
are available, and thus need more execution times to finish.
Also, the greedy algorithm and the baseline method expect
more variation in execution times. Because in both approaches,
the search space of a PMU can be varied with the location
of the disconnected PMUs when hardware resources become
limited.

VI. CONCLUSION

In this paper, we have presented an innovative, self-healing
mechanism for mitigation of cyber-attacks and recovery of
power system observability on a PMU network. After a cyber-
attack, the mechanism works by changing the configuration
of the network switches enabled by SDN technology, so that
the compromised PMUs/PDCs are isolated to prevent further
propagation of the attack while the uncompromised PMUs
are reconnected to the network to self-heal and therefore
restore the observability of the power system. Specifically,
ILP models are formulated to minimize the overhead of
the self-healing process while considering the constraints of
power system observability, hardware resources, and network
topology. The proposed greedy heuristic algorithm reduces
computational complexity. Experiments conducted on a PMU
network over IEEE 30-bus and IEEE 118-bus systems validate
the effectiveness of the proposed methods.
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